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Machine learning: Conventional ML vs Reinforcement Learning
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Machine learning : Supervised and Unsupervised
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Reinforcement learning
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What is Reinforcement Learning? '/

Consider a Person and his Journey in Data & Al Domain

He / She can, be
in the same
skillset / or more
forward
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What is Reinforcement Learning? '/

Person has a set of skills to learn — Based on his Behavior the person selects the skill or saturation

Depends on the
person,
transition will be
determined
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What is Reinforcement Learning? \(:D'

Based on the skill / position the person stays , Industry gives him/her a Reward

Each skill /
position has its
own value.

Based on the
Movement, Industry
Provides the Reward
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What is Reinforcement Learning?

To become successful in the industry , the person change his behavior - By learning and understanding

Here ,

| denote

Person - Agent

Each skill / position = State

Data & Al industry = Environment
Probability = Transition Probability
Promotion , Failure = Reward

Scope of Each position = value of the state

Skill / Position transition behavior of the person = Policy

What we need is optimal behavior / optimal policy to
have more success in the environment
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* How did I structure this process to capture
these interactions ?
* Markov Family — Helped me ( Lets dive
into small math part)

By selecting correct decisions / actions in each state , the person can build his optimal policy ( optimal

behavior) which can give him a great success

This Selection cannot be achieved directly, its by error and trail (Learning) ---= Reinforcement learning




Markov Family of Processes builds the RL environment

know how to get the cheese,
need to learn

Meet master. JD , He don’t L m

Posses Markov Property

P(s. 1150 = Pspiqlse,...s1)

Markov is nothing but Future

state is depending on current State Space

state , not the History

Markov Property makes each state as memoryless




Markov Property = Markov Process = Markov Reward Process
- Markov Decision Process:
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Possible State change
(process / Chain)

Out of 81 transition probabilities , only 29 are Possible in this state

space.
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Markov Reward Process: o
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Possible State change
(process / Chain) Each Transition will have its own reward point , Reward point can

be positive or negative depends on their properties. infinity and

Each State can have a value, r\]Nhlch is expected return by being in significant to

the state. Current State. /

Expected Return = Reward at the current state + d(Expected Return
of Previous state)

Discount factor
— to avoid
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At A ( B, Right ) and A( D,
down) are the possible
actions

JD can select any one of
the action ( Decision he
has to take)

He can take any Decision from the available action space , but

there can be a negative reward too. This selection of action
depends on Jeffery’s Behavior (Policy)

Possible
Decisions by
selecting the
Actions at each
state.

This is what we
Jeffery need to
follow to have
more reward.

How can he
learn this ??

By solving this
MDP
Enviornment



Reinforcement learning.
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Reinforcement learning.

Transition




Reinforcement learning.

Transition




To reach the optimal policy : Strategy Making

Let’s Define Policy : a2 AGENT N\

» POLICY >
* TS > Pr(A/s), wheres € S OEISERS:’ATION AC;ItON
* Insimple word for eachs 2 a ; A= down, B2 left, D=2 right T;‘,?;:‘;‘;
 Tisthe pollcy here. REINFORCEMENT
* It’s a mapping from states to the (probabilistically) best ALGORITHM
* actions for those states. N\ )

E 3
REWARD

Optimal policy : mx = argmax E(R/m), the policy which gives more return R‘

1. How Can we evaluate the Policies ? And select the Optimal one ?

Max: Expected Returns

v

Policies ------ >



Two Major Functions are used to Evaluate the Policies :

How Good is that to take a action (
How Good is that to be in D ? down) be in A?

Is this particular state safe to bein?
Will this Action and State pair give us

Value Function Defines that more reward?

Q Function Defines that

V = Expected Return = sum of all V = Expected Return = sum of all

rewards

_ . rewards
( for now, discount factor is 1) ( for now, discount factor is 1)
V™(s) = Ex{Ry|si=3s} = E.«r{z Y rerks -""r=8}1 Q" (s,a) = E{Ri|s;=s,a; = a} = Eﬁ{z Yorerer | s1=s, a; —a}.
k=0
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Road map to RL algorithms: ( Classical RLs)

Optimal Policy
1. By Optimizing
the State Value
2. 2.ByImproving
the policy

Model Based Learning
(Prior Knowledge on
transition)

Model Free Learning
( No Prior Knowledge on
transition)

Dynamic Programming

Lot of other RL algos are
there in terms of Deep
learning

Temporal Difference
Learning
Monte Carlo




Applications:

DTRs proficiency est. adaptive adaptive
diagnOSiS recommendation traffic Signa' decision
EHR/EMR education games control control
pricing, trading TEEIITERTE education transportation energy recommendation

portfolio opt. e-commerce, OR
risk mgmt customer mgmt

business
finance . . management
Reinforcement Learnlng
Applications
science
%Or:tgts;f]esr engineering
y art
resource mgmt maths, physics
perf. opt. games robotics computer NLP chemistry, music
security e drawing, animation
Go, poker sim-to-real recognition seq. gen.
Dota, bridge co-robot detection translation

Starcraft control perception dialog, QALIE,IR




Questions:



Appendix:



Deep RL and Other algorithms:
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Classical RL process:

Two Functions are used to evaluate
the policy

Value Function

1. The value function denoted as v(s) under a policy

n represents how good a state is for an agent to 1. Evaluates the State and Action Pair = How good is
be in. to take a particular action in a state




Value Function and Q Function

Q function =» 4 + 3+ 2




Markov Property =2 Markov Process = Markov Reward Process
- Markov Decision Process:
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Reinforcement learning.
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